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ABSTRACT

Recent approaches to question answering (QA) attempt to model
the relation between existing question-answer pairs, and apply this
model to the construction of answers to novel questions. In this
paper we study whether a question and its answer can be related
using simple word occurrence features, and whether this relational
model can improve the passage retrieval task of a QA pipeline.
We argue that in this context, words appearing in answers in
analogous question-answer pairs may represent the information
needs of a query, thus may also appear in other passages which
have some analogical or related features. We attempt to leverage
this through query expansion strategies. In our experimental
setting, analogy is measured as the similarity between word
occurrences of related question and answer pairs, and is modeled
using the Bayesian Analogical Reasoning (BAR) framework. The
resulting model is used to rank retrieved candidate answer
passages. Experiments using the ResPubliQA 2009 and 2010
collections show that the analogy-based query expansion does not
perform better than the baseline method, but may suggest better
performance using more sophisticated linguistic features.
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1. INTRODUCTION

Question Answering (QA) is a specific form of information
retrieval (IR) that seeks to produce an exact answer given a
natural language question [1]. Most recent QA architectures are
highly dependent on third-party search engines [2], such as Indri
and Lucene, or web-based search engines, e.g. Google and Yahoo.
Given a query that is typically a reformulation of the natural
language question, these search engines work by filtering the n
most relevant textual passages, which could range from
paragraphs to entire documents, from which the final answer is
constructed. Unlike the conventional search task, which depends
on a number of fixed search terms, i.e. keywords, in a QA task the
question first needs to be analyzed in order to produce a final
answer that reflects some specific information need. Consider the
question: “On what day did the Chernobyl nuclear accident
happen?”. A conventional search engine (IR) might, for instance,
be able to retrieve the following passage: “Whereas, following the
accident at the Chernobyl nuclear power-station on 26 April
1986, considerable quantities of radioactive materials were
released into the atmosphere, contaminating food stuffs and
feeding stuffs in several European countries to levels significant
from the health point of view;”. However, this question has a
specific information need about the time of occurrence (according
to the terms “what day” and “happen” in the question) for an
event about the “Chernobyl nuclear accident”. Humans who are
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proficient in the required language can easily understand this kind
of interpretation to produce a final answer (26 April 1986) from
the retrieved passage. Precisely identifying the answer in this
manner remains a challenge for a QA system.

Obviously, the difficult task of constructing a final answer will be
made easier if the final answer is already included in a limited set
of passage retrieval results. In this context, the performance of an
underlying search engine is important [2] to retrieve relevant
passages. Recent work in IR strategies that are specific to the QA
task are mostly focused on linguistic and semantic constraints [3],
relevance feedback [4], semantic role indexing [5] or by topic
indexing [6]. Despite these recent approaches, performing QA
passage retrieval in a more conventional IR way, i.e. using the so-
called “bag-of-words” features consisting of appropriate question
terms, could be preferable if important search terms are already
stated in the question.

Recently, a new approach has been developed that focuses on the
relational data between existing question-answer pairs [7]. Typical
QA systems consider questions and answers as independent
elements, where the task is constructing the appropriate answer
for a given question. From this perspective, there is no gain to be
obtained from an existing collection of questions and answers.
However, by assuming that answers are related to their questions
through certain types of implicit links, it is theoretically possible
to learn these links from existing data, e.g. a gold standard corpus
of question-answer pairs, and to apply the learned model for
relating unseen questions to their appropriate answers. Wang et.
al. [7] showed that in a community QA situation textual mismatch
between a question and its passage candidates can be learnt by
performing analogical reasoning that relates a question to its
answer using textual, statistical and social elements features.
Inspired by this work, in this paper we study whether a question
and its answer can be related using simple word occurrence
features, and whether this relational model can be applied to
improve passage retrieval of “analogous” question-answer pairs.
We argue that in a QA passage retrieval context, words appearing
in answers in analogous question-answer pairs can actually
contribute some positive influence to represent the information
needs that also appear in other passages which have some
analogical or related features. This fact may even extend to closed
class function words, i.e. stopwords, which are typically removed
in conventional IR systems. In our experimental setting, an
analogy is a measure of similarity between word occurrences of
related question and answer pairs. We use the question-answer
pairs from the ResPubliQA' 2009 paragraph selection gold
standard as our training set, and the ResPubliQA 2010 collection
as our testing data. Our previous work [8] showed that paragraph
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selection is a challenging task and one of the methods to improve
paragraph retrieval is by using word occurrences as contextual
information.

2. BAYESIAN ANALOGICAL REASONING

Wang et. al. [7] employed the Bayesian Analogical Reasoning
(BAR) framework that was originally introduced by Silva et. al.
[9]. The basic idea of BAR is to learn a prior from related objects
(question and answer pairs in our case), and update it during the
retrieval process of a query to obtain a marginal probability that
relates the query with the objects that have been learnt.

Assume there is a space of unseen functions Qx 4 —{,1}. If two

objects, Q and A are members of a set S, which are related by an
unknown function f{Q,4) = 1, what needs to be quantified is how
similar the function f{Q,4) is to another unseen function g(. , .),
that classifies all pairs of (O’ 4/ )=. as being linked

where g(Q'#) = I. The functions f{,, .) and g(. , .) are unseen, and
thus we need a prior that will be used to integrate over the
function space.

For each pair @" €0,4’ A), there exists a retrieval result of
= I;p1 (Q", A7 )“q)k (Ai, A7 )]deﬁned by the mapping

O:0x4—->R".

This feature space mapping computes a K-dimensional vector of

attributes of the question answer pairs, that is hoped to have a
relevant link prediction between the objects in the pairs.

If there is an unseen label LY, with 77 & {0,1} as a predicted

indicator of the existence of a relation between Q' and 4 in a
learnt set, then we will have a parameter vector @ = [@1_._@ K],

which could be learnt by performing the logistic regression model:

[P =1 x7,0)= togisic(©” X7 J1)

where logistic(x) is defined as (1 + €)',

In the retrieval process, a query is compared by the functions for
links predictions by marginalizing over the parameters of the
functions. If we have LS as the vector of link predictions for S,
then each LE S has the value L = 1, indicating that every pair of
objects in S is linked. The final score of a retrieval process
indicating the order of predicted links between the query and the

related objects that have been learnt is computed as follows:
|score(A’,Bf )= logP(L" =11X",8,L° = 1)—10gP(Lﬁ =1/X" ](2)

Silva et. al. uses the variational Bayesian logistic regression [11]
to compute this scoring function. See [10] for more fundamental
proofs and information retrieval scenarios.

3. EXPERIMENTAL SETTING

3.1 Methodology

We used the JRC-ACQUIS’ and EUROPARL® document
collections that were suggested by the ResPubliQA organizer. We
first created an index that was based on paragraph segmentations
using the Indri indexing tools. In total this produces about 1.5
million indexed passages. Indri is a search engine that is specially
designed for passage retrieval [12], thus we deemed it appropriate
to the retrieval task in this study.

During the training set preparation, by using the ResPubliQA
2009 gold standard, we built a binary word occurrence indexing,
which indicates whether a word exists in a question answer pair or
not. We have in total 5,671 word features that are present in 500
question answer pairs. Further preparation that has been made for
this training set is to utilize the Singular Value Decomposition
(SVD) matrix operation that is very effective in applications such
as Latent Semantic Analysis (LSA). We decompose our data into
SVD 25-dim, in order to reduce the word features dimensionality.
This SVD decomposition is the main feature for the whole
experiments. The complete methodology of the whole experiment
can be seen in Figure 1.

After the data preparation, the training stage is performed by using
equation (1) in Section 2 above. After the training stage, we
performed a retrieval process by using the ResPubliQA 2010
questions as the query set. In total we have 200 questions in the
test set. Each question will first be passed into the Indri search
engine as a bag-of-words (BOW) query, and we consider the top-1
passage retrieval as the relevant candidate. Thus, there are 200
question-first retrieval pairs for all the questions set. For each
extracted features from the question-first retrieval pairs, i.e. the
word occurrence, the BAR algorithm will compute the rank pairs
of analogical set, based on the learnt priors by using equation (2).
These ranked pairs show the measure of “relatedness” of a
question in another set, i.e. the training set. By using this
methodology, question type analysis, which is usually performed
in a QA pipeline to obtain and represent some information needs
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[2], is replaced by the analogical reasoning algorithm. An example
of the overall process is shown in Table 1.

To evaluate the influence of analogical pairs in the QA passage
retrieval, we modified the initial query set, i.e. the BOW query, in
a number of scenarios as explained in the next sub-section.

3.2 Query Modification Scenario

As mentioned earlier in the paper, we argue that in a QA passage
retrieval context, words appearing in answers in analogous
question-answer pairs may represent the information needs of a
query. This fact may even extend to stopwords. For example, if a
question is related to locational attributes, e.g. “Where is...?” or
“What is the address...?”, it seems plausible that answers would
contain location prepositions such as at, on, in, near, etc. This is
the type of knowledge that would typically be manually encoded
in the form of question types and their expected answer patterns.
However, in our approach, we hope to learn this implicit
knowledge automatically through analogical reasoning over an
existing collection of question-answer pairs. In [7], this is termed
as utilizing existing knowledge to “bridge the lexical and semantic
gap”, i.e. when the relevant keywords in the correct answer are
not found in the query, and thus the search engine fails to retrieve

Table 1 Example of process in experiment

Initial “On what day did the Chernobyl nuclear
question accident happen?”

Top-1 Indri “As someone who has reservations regarding
Passage the long-term safety of nuclear power
Retrieval stations I am not entirely happy with this
report. I accept that those who work in the
industry are dedicated professionals. I accept
accidents are few and far between. Yet the
problem is the consequences when there is an
accident are potentially so extreme. We
cannot forget the nuclear accident in the
Urals revealed by Roy Medvedev, the Three
Mile Island accident that involved the events
of the film that went on release only days
before the accident, nor the Tokaimura
accident in Japan, nor finally Chernobyl,
whose consequences live with us all today but
most tragically have been visited on the
people and children living in the immediate
vicinity or born to parents who were there.”

the correct passage. Thus, in our experiment we formulate five
variants of query expansion modifications, as follows:

Table 2 Example of query modifications

Initial /| on what day did the Chernobyl nuclear accident

baseline happen

QE1 chernobyl a which accident as nuclear day happen
were

QE2 zone  buffer  nuclear day rivers chernobyl
accident considered happen

QE3 the a which zone did buffer on nuclear day rivers
chernobyl what accident as considered happen
were

QE4 day chernobyl nuclear accident happen

QES day chernobyl nuclear accident happen the are of
asa

Extracted
word
occurrence
features

12468 12 283236 4858616873 97
108 133 168 185 195 200 220 233 267 274
367 406 437 441 498 561 577 598 599 646
648 665 892 895 959 978 1149 1174 1192
1246 1307 1361 1371 1412 1432 1703 1897
1953 2010 2232 2340 2348 2510 2516 2638
3723 4193 4240 4336 4394 4419 4468 4533
4687 4816 4820 4821 4822 5205 5320 5358
5429

Best
analogous
question-
answer pair
from learning
set

Which rivers were considered as a buffer
zone?

The water catchment areas of the rivers
Gandarillas, Escudo, Miera y Campiazo are
considered as a buffer zone.

1. Remove stopwords from the initial question, and add the
stopwords from the best analogous question, coded as QEI.

2. Unify all words from the initial question and the best
analogous question, and then remove the stopwords, coded as
QE2.

3. Unify all words from the initial question and the best
analogous question, coded as QE3.

4. Remove stopwords from the initial question, coded as QE4.

Remove stopwords from the initial question, and add the
stopwords from the best analogous answer, coded as QES.

By performing these query modifications, we try to evaluate how
the information needs are maintained by using the word
occurrences in the best analogous question-answer pair. We
consider that all words in a question will be important to form
some information needs and not only on specific terms during
passage retrieval, hence the modifications to retain and/or remove
stopwords.

Referring to the example from the previous sub-section, if we
perform the five query modifications above to the original query,
we will obtain the queries as shown in Table 2. Note that the
sequence of words in a query is not considered under the bag-of-
words (BOW) retrieval model.




Table 3 MRR Performance

ResPubliQA Question Type Baseline QE1 QE2 QE3 QE4 QES
Definition 0.31 0.24 0.10 0.10 0.27 0.26
Factoid 0.55 0.48 0.40 0.34 0.50 0.46
Reason / Purpose 0.64 0.56 0.45 0.45 0.63 0.61
Procedure 0.38 0.38 0.25 0.27 0.37 0.37
Opinion 0.52 0.51 0.51 0.38 0.60 0.54
Other 0.59 0.52 0.44 0.44 0.56 0.49
Overall 0.50 0.45 0.36 0.32 0.49 0.46

3.3 Performance Evaluation
To measure the passage retrieval performance, we use the mean
reciprocal rank (MRR), which is defined as:

1

rank i

1 N
- 3
MRR = — > (3)

where:
N = number of questions;

rank_i = the rank of the relevant answer of question / in the
top-n retrieval results. If no relevant answer is retrieved in
the top-n retrieval, the reciprocal rank value will be set as 0.

Since a question can only have one relevant answer, a reciprocal
rank can also be considered as the precision of a retrieval task. We
use the top-20 passages retrieved for performance evaluation. The
bag-of-words queries are used as the baseline performance and
will be compared with each of the five query modification
scenarios.

4, EXPERIMENTAL RESULTS
4.1 MRR Evaluation

The MRR performance for each query modification, as well as the
baseline query, can be seen in Table 3. From this table we can see
that the MRR of the baseline query retrieval has the best
performance, with an overall score of 0.50, and outperforms the
other query modification scenarios in all but one question type.
The single exception occurs for the ‘Opinion’ question type,
where it can be seen that QE4 has the best performance. QE4
corresponds to the common practice of extracting relevant

‘keywords’ from the question by removing stopwords.

4.2 Positive Influence

Table 4 gives the number of positive influences that has been
made for each query modification against the baseline. A positive
influence means that a query modification improves the rank of
the correct passage in the retrieval results, for example:

Initial what approach does the montreal | Relevant

question | protocol take towards the production | passage  at
of bromochloromethane Rank 2

QE1 the protocol montreal system which | Relevant
on shall production be approach | passage at
bromochloromethane Rank 1

It can be seen in Table 4 that QE4 gives the best result with 29
rank improvements out of 200 questions, with QE5 next best with
21 improvements.

4.3 Discussions
Considering these results, QE2 and QE3 certainly yield
significantly worse results. It seems that using words from the
question part of the analogous question-answer pair does not help
bridge the lexical gap.

In theory, QES should be able to bridge this gap. The content
words from the original question should capture the subject
material that is being queried, e.g. the Chernobyl accident, and the
words from the answer of the most analogous QA pair should
provide the information needs. The crucial factor, however, is
which of these words best convey these needs. It seems clear that
content words from an analogous answer are irrelevant. Looking
at the example in Table 1, it is clear that the phrases “water

Table 4 Number of Positive Influence

ResPubliQA Question Type QE1 QE2 QE3 QE4 QES
Definition 1 1 0 3 4
Factoid 5 4 2 4 3
Reason / Purpose 4 2 1 6 3
Procedure 5 4 2 7 7
Opinion 2 5 0 7 4
Other 1 0 é) 2 0
Overall 18 16 5 29 21




catchment areas” and “buffer zones” serve no purpose for
querying the Chernobyl accident. However, by taking the
simplistic approach of only retaining stopwords, in Table 2 we can
see that the resulting words are the, are, of, as, and a, which do
not seem to capture any specific information need. Thus, more
sophisticated linguistic features should be employed. Another
aspect to be tried is not to utilize the features of the single most
analogous QA pair, but to instead aggregate patterns from the n-
most analogous QA pairs, as recurring patterns would indicate an
indicative feature of the information need.

Some other minor observations that can be made by analyzing the
results in Tables 3 and 4 are as follows:

1. Passage retrieval by using the whole question words
(baseline) and by removing the stopwords (QE4) have a
comparable rank arrangement.

2. It seems that if we replace the stopwords in the baseline
query with other stopwords from the best analogous question
(QE1), the passage retrieval still have comparable results. In
this sense, the information needs of a question are still
maintained by replacing them with the stopwords from the
best analogous question.

3. The performance of retrieval results will be far decreased if
many unrelated words, which are not considered as
information needs, are included in the query, as suggested by
the results of QE2 and QE3.

4. The ‘Definition’ question type is the most difficult query
type to handle, with the smallest number of word
occurrences’ overlapping in a question answer pair. In other
words, definitional questions have the most textual mismatch
between the question and the answer. For example:

Question What is an SME?
Relevant whereas the EU SMEs, defined as enterprises with
passage fewer than 250 employees and a turnover not

exceeding EUR 50 million, account for 23 million
enterprises (99% of the total) and 75 million jobs
(70%) in the European Union,

5. CONCLUSIONS

Our conclusions during this study can be summarized as follows:

1. By replacing some stopwords with other words from the best
analogous pair, the information needs of a question can still
be maintained.

2. The rank improvements during passage retrieval are mostly
influenced by the stopwords that included in the question
answer pairs.

3. By using analogical reasoning the role of question type
analysis can be reduced. The predicted relation between a
question and its answer has promising features that also
relates how a question should be answered.

4. There are a number of other features that should be
investigated as future works to develop a more rigid model in
passage retrieval for answering a question, such as: word
statistics, word position or textual entailment features for
answer validation process.
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